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Machine Learning Algorithm Classification

* Unsupervised learning
* No labelled data is used
* The machine just looks for whatever patterns it can find
* Application: cybersecurity https://www.readitquik.com/articles/security-2/why-unsupervised-machine-

learning-is-the-future-of-cyber-security/

e Supervised learning
* Use labeled data or ground truth
* tell the machine exactly what patterns it should look for
* Many popular applications
* Netflix: find similar show for you

* Semi-supervised learning
*  Mix small amount of labelled data with large unlabelled data

* Reinforcement learning
* learns by trial and error to achieve a clear objective.
* It tries out lots of different things and is rewarded or penalized depending on whether its behaviors help or

hinder it from reaching its objective.
* AlphaGo
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Build Machine Learning Model Key Processes

NWP data: EC, GFS, WRF

Obs. data: station, GPM, radar, etc.
Data

collection

Data cleaning and preprocessing

- AWS, HPC, Data * Regrid GPM data, handlg nan/missing
* Crontab: with daily Preparation values, data transformation, etc.
forecast,
Simple model:
o Bty weeidy, msritily Model . Imegr m.odeI: fast build, fast deployment, fast in
evaluation Model desi production
: esign / 5
. | | ing / evaluation limited capability
Help to do model tuning fitting Complicated model
retaining

* Slow build, complicated deployment,
*  With high potentials
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XtremeGradientBoost (XGBoost) Introduction

* XGBoost is a decision-tree based ensemble Machine Learning algorithm that uses a
gradient boosting framework
* Developed by a research project at the University of Washington
* First presented by Tiangl Chen and Carlos Guestrin at SIGKDD conference in 2016
* Extremely popular in Kaggle competitions and many industry applications
* XGBoost open source project
* https://github.com/dmlc/xgboost

“When in doubt, use XGBoost” — Owen Zhang, Winner of Avito Context Ad
Click Prediction competition on Kaggle

] dmic / xgboost @ Sponsor @usedby~v 55k ©Owatch~ 988 K star 185k  ¥Fork 7.4k
<> Code Issues 189 Pull requests 31 Actions Projects 1 Wiki Security Insights
Branch: master v | xgboost / CONTRIBUTORS.md Find file = Copy path
@ hcho3 Update affiliation of @hcho3 (#5292) 2e0067e 26 days ago

34 contributors —ﬁ &;‘ ﬁ g u g ; “"" “ :‘.u@ Ea . ﬂm m ﬁa and others
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Evolution of XGBoost algorithm

Bootstrap aggregatin Models are built sequentially Obtimized Gradient Boostin
Bagging is a ensemb % by minimizing the eqrrors from glgorlthm through parallel g
meta-algorithm combining previous models while processing, tree-pruning,
predictions from multfle- mcreasmﬁ\(or boosting) handling missing values and
decision trees throug influence of hi h performlng regulanzatmn to avoid

majority voting mechanism overfitting/bias

Bagging-based algorithm Gradlent Boostln
- ﬁegsr('aanptgltfg:n of W gereg only a subset of employs gradien
osglble oyt ki O features are selected at descent algorithm to
2 decicion haced on random to build a forest minimize errors in
ph i coppt s - or coIIectlton of decision sequential models
rees

Source: https://towardsdatascience.com/https-medium-com-vishalmorde-xgboost-algorithm-long-she-may-rein-edd9f99be63d
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Evolution of XGBoost algorithm (1)

* Decision Tree
* A supervised learning algorithm

* Has tree representation. | Decision Node |

* Each internal node of the tree corresponds to an |
attribute, and each leaf node corresponds to a X Y O
ClaSS |abe|. ‘ Decision Node ’ ‘ Decision Node ’
. = s
« Bagging | v | . }
* BOOStrap aggrega_t_lon _ _ Leaf Node Decision Node Leaf Node Leaf Node
. Constr_ucts n cIaSS|f|_cat|on trees using bootstrap ———
sampling of the training data v v
* Resample data with replacement Leaf Node Leaf Node

* combines their predictions to produce a final
meta-prediction
* Random forecast
* A supervised learning algorithm
* Based on DT and Bagging
* For each tree, a subset of features are used.
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Evolution of XGBoost algorithm

* Boosting
* A generic algorithm rather than a specific one
From a series of weak learners to a strong learner

Model are built sequentially by minimizing the error
from previous model

weakness
* Types of Boosting algorithm
1. AdaBoost o Ensemble(with all its predecessors)
* For classification problem
* |dentify miss-classified points and increase their

. . One is weak, together is strong, learning from past is the best
weights in the next round
2. Gradient Boosting
* For both classification and regression problem

Define weak by the different between pred. and actual
Need differential loss function to calculate error.

e Xgboost

DT + Gradient Boosting + a series of optimization
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Why XGBoost algorithm is so good

Parallelization

* Utilize parallel processing, use multiple CPUs
to execute the model

* A series of tree cannot build in parallization
but build each tree can be parallelized

Regularization

* L1: lasso regularization, select features (force
weights toward 0)

* L2: ridge regularization, smooth features
(force small weights over param.)

* To avoid too complicated tree

Efficient tree pruning

* max depth to control tree grow

* prune the tree backwards and remove splits
beyond which there is no positive gain.
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Cache awareness and
out-of-core computing

Ll
0

Regularization for
avoiding overfitting

Efficient
handling of

Tree pruning
using depth-first

€

approach missing data
XGBoost
Parallelized } In-built cross-
tree building validation
capability




How to use XGBoost In Weather Forecast

Use XGBoost for wind speed forecast
* Use cases

* Optimize wind speed forecast for each wind turbine -> help to estimate wind power
* Stacking of single layer machine learning models

* use multiple nwps

* reduce the bias for each nwp

Use XGBoost for rainfall forecast
* Multi-layer single machine learning models
* First layer rainfall probability
* Second layer rainfall volume
* Each nwp have very different rainfall pattern
* EC tends to have more rain
* |BM tends to have less rain
* Merge them together may get inconsistent results
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Weather Forecast Pipeline using Machine Learning

NWP1
data
NWP2

data

NWP3

Obs.
data
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Use Xgboost for wind speed forecast: entry-level

NWP:

* Nearest grid
forecasts: ws, wd,
tmp, pres, rho

* Nearby forecast

Obs

*  Wind speed from
turbines
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Pre- Feature
engineering

processing

Match nwp + obs  Basic features

by time * Nearest/nearby
Handle invalid ws grid attrs.
Smooth ws to * Temporal shifted

reduce errors

nearby grid attrs.
Delta features:
* changes within
spatial-temporal
aspect

Define model

type: reg. vs clas.

Define para.
Space

Search for the
best param.
Generate the
model

Use different nwp
+ obs comb.
Generate multiple
models

Use a simple
model to
combine the
results: LR




What makes a good wind speed model

Building a wind speed xgboost mode Is easy but...

NWP: key part > Not thbe more the Crlterlla to select
etter nwp: ws rmse

Not only ws attr.

Consider from
Features physical model can o
SN . considered. Other
PErSP attrs. Also can use

Data resampling:

Model retrain: focus on the

Other tricks weekly, monthly

target ws range

NN
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Not small rmse
means the better

Point forecast are
Import. But region
patter are more
import.

Use similar data




Use XGBoost for rainfall forecast; advanced level

Rainfall forecast challenge
* Location + intensity

Difference with wind speed forecast
* More weather attributes are used
* Complicated data preprocessing to handle noise and errors
* Advanced feature engineering
* point level features + region level features
* Two layers of modelling
* Use XGBoost for both classification problem and regression problem
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Use XGBoost for rainfall forecast: inputs

Surface level attributes + pressure level attributes
* Features from different levels are more important
* Possible attributes can be

* Humidity, QV, QC, wind speed, etc.

Humidity shows a significant difference
for rain and non-rain case!

Humidity90 whole 2017-2019 Humidity100 whole 2017-2019 Humidity Mean Rain whole 2017-2019 QV Rain whole 2017-2019 Wind Speed Rain whole 2017-2019
rain rain rain rain rain
050 nanrain 050 nanrain 050 nanrain 050 nanrain 050 nanrain
50-100 50-100 50-100 50-100 50-100
100-150 100-150 100-150 100-150 100-150
150-200 150-200 150-200 150-200 150-200
200-250 200-250 200-250 200-250 200-250
250-300 250-300 250-300 250-300 250-300
300-350 300-350 300-350 300-350 300-350
5 350-400 J 350-400 § 350-400 3 350-400 3 350-400
£ 400-450 g 400-450 d  400-450 g 400-450 g 400-450
L 50500 2 as0-500 4 4s0-500 2 as0-500 2 4s0-500
2 500-550 @ 500-550 7 500550 3 500-550 3 500-550
o 550-600 4 550-600 4 550-600 3 550-600 @ 550-600
S 600-650 S 600-650 8 600-650 a4 600-650 8 600-650
650-700 650-700 650-700 650-700 650-700
700-750 700-750 700-750 700-750 700-750
750-800 750-800 750-800 750-800 750-800
800-850 800-850 800-850 800-850 800-850
850-900 850-900 850-900 850-900 850-900
900-950 900-950 900-950 900-950 900-950
950-1000 950-1000 950-1000 950-1000 950-1000
0.0 02 04 06 08 10 00 0.2 04 06 08 10 0 20 40 60 80 100 0 5 10 15 20 5 0 5 10 15 20 5 30
Percentage Percentage MIXR(g/kg) Speed(m/s) Values
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Use XGBoost for rainfall forecast: preprocessing

Data Cleaning/noise * Invalid rainfall: single and very small region rainfall
» Unsupervised learning to filter noise

filte rnng * DBSCAN (density based clustering algorithm)

: * For both NWP data and GPM data
Reduce Spatlal —temporal * Time domain smoothing: fix window smooth, (+-1hour)

errors * Spatial domain smoothing: redistribute rainfall in nearby area. Gaussian
filter

* Use a few hour aggregation
* Spatial aggregation: max pooling, etc.

Aggregation
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Use XGBoost for rainfall forecast:; features

Observation Point based

based features features

Past rainfall * From point to
patterns point calc.

« Frequent rainfall features
periods » Various fcst. Attr.

 Shifted rainfall * Attr. Statistics
volumes « Attr. Shift

e Etc. e Ftc.

N J N J
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Region based

features

Rainfall is a
regional attr.

Extract rainfall in
terms of regions
Calc. region stats
o Min/max/size

Rainfall region vs
attr region

e Etc.

.

J




Use XGBoost for rainfall forecast: modelling

Temporal
separation
Various _,  Data Spatial Rainfall Rainfall Rainfall Raintall
features + preparation separation indicator model prob. volume model volume.
rainfall obs.
Feature
filtering
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se XGBoost for rainfall forecast: performance

GPM WREF ML

Hit Rate Threat Score
+ain_gpm 33th hour precicton rain vt 33th hourpredicion rain_algo 3th hour predicion
08 0s
07 045
06 04
03s
05 03
04 05
03 02
015
02
01
0.1 005
0 0
1 4 7 1013 161922 2528 31 3437 4043 4 495255 58 61 64 67 70 1 4 710131619222528 31343740 43 46 495255586164 6770
—f_hit_rate aigo_hit_rate wrf_threat_score algo_threat_score
False Alarm Accuracy
12 1
09
! 08
08 07
06
06 0s
04
04 03
02 02
01
1 4 7 101316 192225 283134 37 40 43 4649 52 5558 61 6467 70 1 4 7 10 1316 192225 28 3134 37 40 43 46 49 525558 616467 70
—rf_false_alarm dgo_false_alarm — it {_scCUrSCY algo_accur acy
ETS
04
035
03
0.25
02
0.15 4
01
0.05
205 12345678 910M1213101516171819202122224252627282930313233343536373 4041424344454647 4845505152535 5 6364 656667 6869707172
-0.1

algo_equitable_threat_score

——wf_equitable_threat_score
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Thank
You
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